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ABSTRACT: Metal clusters have broad applicability in
catalysis due to their unique reactivity and chemical selectivity,
and density functional theory has become an important
method for understanding catalysis and attempting to design
better catalysts. In the present paper, a main focus is on the
correlation part of the exchange-correlation functional, and we
tested the reliability of the Kohn−Sham density functional
theory with local correlation functionals and with the nonlocal
random phase approximation (RPA) correlation functional for
the water splitting reaction on monatomic Fe(0) and, by
implication, for transition-metal-catalyzed reactions more
generally. We computed four barrier heights and six energies of reaction in the catalytic mechanism. If the results are judged
by deviation from CCSD(T) calculations, it is found that many modern exchange-correlation (xc) functionals (about half of the
functionals tested) with local correlation perform better than those using RPA nonlocal correlation; for example, the PWB6K,
B97-3, ωB97X-D, MPW1K, M06-2X, and M05-2X hybrid xc functionals with local correlation have overall mean unsigned
deviations of 1.9 kcal/mol or less from the CCSD(T) results, in comparison to a mean unsigned deviation of 3.5 kcal/mol for
EXX-RPA@PBE. We also find significant differences between the predictions for catalysis at the Fe(100) surface. This work
provides guidance and challenges for future theoretical investigations of transition-metal catalysis.

KEYWORDS: catalysis, density functional theory, electron correlation, exchange-correlation functionals, random phase approximation,
transition metal, water splitting

1. INTRODUCTION

Kohn−Sham density functional theory1,2 (DFT) has been an
indispensible tool in modern catalytic, organometallic, and
functional materials research due to its excellent performance-
to-cost ratio. With the exact exchange-correlation (xc)
functional in hand, the method would provide an exact
treatment of all the complicated many-body electronic
interactions while retaining the computational simplicity of an
independent-particle method such as the Hartree−Fock
approximation. However, the accurate functional form of the
exchange-correlation energy remains an enigma. Therefore,
approximations of the xc functionals have to be made in order
to provide practical predictions via DFT calculations. Some xc
functionals have a set of parameters which are fitted over
selected training sets (including experimental and/or high-level
wave function data) with functional forms incorporating some
predefined constraints, others are based on an empirical choice
of constraints and functional forms, and variations on these
themes are also possiblea variety of approaches to
approximating the xc functional are available. Essentially all
the xc functionals possess some empirical and ad hoc
ingredients, and their accuracy for practical problems can
only be ascertained by testing them against reliable

experimental data or reliable theoretical data, with the latter
only available for a limited number of very small systems.
Metal clusters and single-metal-atom clusters3−15 have played

an increasingly important role in catalytic chemistry due to
their high selectivity and chemical reactivity combined with
experimental advances in the preparation of well-characterized,
size-selected metal clusters. For instance, it has been shown that
an encapsulated copper cluster can be a catalyst for hydro-
genation with renewability and high chemoselectivity.14

Electronic structure computations, such as DFT, or wave
function methods, such as coupled cluster theory and
multireference calculations, can contribute significantly to our
understanding of the mechanisms of metal-cluster catalysis at
the molecular level, and they can eventually lead us to the next
generation of catalysts. However, reliable wave function
methods remain impractically expensive for all but the simplest
systems, and, because of the multireference open-shell character
of catalysts containing transition metals, it is a very challenging
task to develop computationally efficient xc functionals that can
make reliable predictions. The first step toward achieving this
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goal is to ascertain the accuracy of existing xc functionals for
systems small enough to obtain reliable benchmark results by
wave function theory, for example, small metal clusters or
monatomic metallic systems of the first-row transition metals,
such as iron, cobalt, nickel, and copper, and to learn from both
the successes and the failures.
Exchange-correlation functionals may be local (by which we

mean that they depend only on local variables such as the local
spin densities, their gradients, and the spin-resolved local
kinetic energy densities) or nonlocal, where the latter, until
recently, has usually meant that nonlocal Hartree−Fock
exchange is included. One motivation for including nonlocal
Hartree−Fock exchange is that the original local xc functionals
such as PW9116 significantly and systematically underestimate
barrier heights and overestimate bond energies,17,18 although
these problems have been ameliorated and to some extent have
been overcome with modern local functionals.19−21 More
recently some workers have begun to include nonlocal
correlation.22−29 (Functionals with nonlocal exchange are
often called hybrid, and functionals that also have nonlocal
correlation have been called doubly hybrid.) Recently Karlicky ́
and co-workers30 studied the water-splitting reaction on
zerovalent iron with a few local-correlation xc functionals
with both local and nonlocal approximations to exchange and
compared the results to non-self-consistent random phase
approximation (RPA) calculations that involved two steps: first
a calculation with the local PBE31 exchange-correlation
functional to get orbitals and then a post-SCF calculation
employing these orbitals with nonlocal Hartree−Fock exchange
and nonlocal random phase approximation23,24,28,29,32−34

(RPA) correlation. The latter calculation has been labeled
EXX-RPA,35 and the combination with the first step has been
called EXX-RPA@PBE; we will follow that naming convention
here. Karlicky ́ and co-workers judged the density functional
theories by comparison of their results to values obtained by
coupled cluster wave function theory and concluded that EXX-
RPA@PBE provides a systematic improvement over methods
with local correlation and therefore should serve as an accurate
and efficient (in comparison with coupled cluster calculations)
method in metallic catalytic studies and surface chemistry.
The theoretical foundations of the EXX-RPA method and

applications to various material systems have recently been
reviewed, and the reader is directed to those reviews for
background.36,37 Karlicky ́ and co-workers concluded that the
RPA “provides a physically correct description of adsorption
and systematically improved reaction barriers” in comparison to
local functionals, whose performance was gauged by the PW91
local xc functional, and even in comparison to hybrid
functionals that have nonlocal exchange. This conclusion
could give the impression that using RPA nonlocal correlation
is inherently more accurate or more accurate at the current
state of development than using DFT with local correlation
functionals. If true, this would be an important conclusion
because DFT with nonlocal functionals is more expensive than
DFT with local functionals, especially for extended systems.
One goal of the present work is to test whether this conclusion
is justified. We therefore compare the results of DFT
calculations with RPA correlation against DFT calculations
with local correlation and against DFT calculations with both
exchange and correlation being local. Following the criterion
for accuracy chosen in the work of Karlicky ́ and co-workers, we
base our judgments on deviations from coupled cluster
calculations; the details of the coupled cluster calculations are

given in section 3.2, and the validity using coupled cluster data
as reference data is tested and discussed in section 3.1. Such
tests for gas-phase catalysis are reported in section 3.3. Our
tests include the Minnesota functionals, which have shown
excellent performances for a variety of chemically important
systems,38−40 and we also compare results to several other
frequently used xc functionals with local correlation to test
whether RPA provides higher accuracy than existing functionals
with local correlation. Section 3.4 presents results for catalysis
at a solid−vacuum interface, for which there are no reference
data at the present time, however.
Previous work41 has reported calculations for the reaction Fe

+ H2O → FeO + H2. The first step of this reaction, i.e., Fe +
H2O → HFeOH, is the same as that for the reaction we
consider in this work. The role of the diffuse functions has been
reported for the first step of the reaction we consider in the
current work,41 but the previous coupled cluster calculations30

for the following steps in the presently studied reaction did not
include diffuse functions, whose effect is tested here.
Filip and co-workers have carried out experimental work

using Fe Mössbauer spectroscopy and computational work to
investigate the mechanism and kinetics of the Fe(0) nano-
particle−water reactions.42 Theoretical modeling of zerovalent
iron nanoparticles is of great importance for their increasingly
practical applications, and predicting their nanoscale chemistry
via computational tools with a high performance-to-cost ratio is
very challenging.43 Eder et al. carried out periodic density
functional calculations to study the initial stage of the iron(100)
and iron(110) surface−water oxidation reaction, which involves
the dissociation of the water molecule;44 the dissociation of
water on an iron surface has also been investigated using GGA
functionals and range-separated hybrid functionals.45

The water-splitting reaction on Fe(0), which results in the
production of molecular hydrogen, has five elementary steps as
summarized in Table 1; these processes involve both transition-
metal reaction chemistry and physisorption, and hence they
provide a broad testing ground.

We computed the classical (zero-point-energy exclusive)
barrier heights and classical energies of reaction for all these
reactions, and all our comparisons of theoretical results are
made on a consistent basis of including electronic energies and
nuclear repulsion but not vibration.

2. COMPUTATIONAL DETAILS
In the present study, a relatively broad range of density functionals has
been employed to compute the barrier heights and energies of reaction
for the five-step zerovalent atomic iron−water reaction. We classified
the density functionals tested in the current work into five groups, as
delineated in Table 2. As indicated in this table, the readers could refer

Table 1. Mechanism of the Water Splitting Reaction on
Fe(0)

step description reaction

R1 formation of first vdW complex Fe + H2O → Fe···OH2

R2 hydrogen migration reaction Fe···OH2 → HFeOH
R3 formation of second vdW

complex
HFeOH + H2O → HFeOH···
H2O

R4 dehydrogenation HFeOH···H2O → HOFeOH···
H2

R5 dissociation of third vdW
complex

HOFeOH···H2 → HOFeOH +
H2

net (RO) water splitting on Fe(0) Fe + 2H2O → HOFeOH + H2
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to references 19−21, 31−34, and 42−70 for further details of the
density functionals we tested in the current work. We note that
functionals labeled as “range-separated hybrid ...”, “range-separated
meta-GGA”, and “screened-exchange” are all range-separated, but in
different ways. Range-separated hybrids have a percentage (called X)
of Hartree−Fock exchange that increases as a function of internuclear
distance (called r12), screened-exchange functions have an X value that
decreases to 0 at large, and a range-separated meta-GGA is local for
both small and large r12, although it has a different local form in the
two ranges.
In order to perform a consistent comparison, all these density

functional calculations on atoms and molecules have been carried out
with the cc-pVQZ46,47 basis at the geometries optimized by B97-1/cc-
pVTZ.46,47 These geometries are adopted from the previous work30

for a consistent comparison. In all density functional calculations on
atomic and molecular systems, stability tests48,49 of the Slater
determinant have been carried out in order to find the most stable
broken-symmetry solution.

The treatment of transition-metal systems is sometimes troubled by
spin contamination of the Kohn−Sham determinant due to the
intrinsically multidimensional character of the wave function and static
correlation effects. Although one could anticipate that the systems
studied here are high-spin systems with little spin contamination, we
double-checked this as follows. The M06-L xc functional has been
found to be able to predict correct spin multiplicity for a variety of
transition-metal systems,79 and we used this functional to find the
lowest spin state for the systems considered here. In all species
considered, Fe(0) is found to be in the high-spin state: i.e., the quintet
state. The computed ⟨S2⟩ values by M06-L/cc-pVQZ//B97-1/cc-
pVTZ level are 6.018, 6.023, 6.021, 6.019, 6.030, 6.022, 6.016, and
6.016 for Fe(0), Fe···H2O, TS1, HFeOH, HFeOH···H2O, TS2,
Fe(OH)2···H2 and Fe(OH)2, respectively. Because these values are
close to the correct quintet value of 6.000, we conclude that spin
contamination is not important in the reactions we investigated here.

Spin−orbit coupling is not negligible for many problems in
transition-metal chemistry, especially for 4d and 5d elements, but
sometimes also for 3d elements such as Fe. However, the main

Table 2. Density Functionals Tested in the Current Work

type exchange correlation standard name

generalized gradient approximation (GGA) local local BLYP50

MOHLYP51

MPWLYP1W52

PBE31

PBEsol53

PBE1W52

PBELYP1W52

SOGGA54

SOGGA1155

nonseparable gradient approximation (NGA) local local N1256

meta-GGA local local M06-L19

revTPSS57

TPSSLYP1W52

τ-HCTH58

range-separated meta-GGA local local M11-L20

meta-NGA local local MN12-L21

global-hybrid GGA nonlocal local B3LYP59

B97−160

B97−261

B97−362

MPW1K63

PBE064

SOGGA11-X65

global-hybrid meta-GGA nonlocal local M0566

M05-2X67

M0668

M06-2X68

M06-HF69

M08-HX70

M08-SO70

PW6B9571

PWB6K71

range-separated hybrid GGA nonlocal local ωB97X72

range-separated hybrid meta-GGA nonlocal local M1173

screened-exchange hybrid GGA nonlocal local HSE0674

screened-exchange hybrid NGA nonlocal local N12-SX75

screened-exchange hybrid meta-NGA nonlocal local MN12-SX75

meta-GGA +MMa nonlocal local M06-L-D319,76

global-hybrid meta-GGA + MMa nonlocal local PW6B95-D3(BJ)71,77

range-separated hybrid GGA +MMa nonlocal local ωB97X-D78

exact exchange + nonlocal correlation nonlocal nonlocal EXX-RPA@PBE31−34

a+MM denotes the addition of a molecular mechanics damped dispersion term.
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quantitative comparisons in the present paper involve comparing
density functional energies to coupled cluster calcuations and to one
another, and the spin−orbit effects would largely cancel in such
comparisons; thus, we did not include them in these comparisons.
However, in the comparisons of coupled cluster and density functional
theory calculations to experiment for diatomic molecules (discussed
below), we do include spin−orbit effects for both atoms and
molecules.
Reference values have been computed for the barrier heights and

energies of reaction by coupled cluster theory with single and double
excitations and a quasi-perturbative treatment of connected triple
excitations80 with the second-order Douglas−Kroll−Hess scalar
relativistic method81−84 and valence plus outer-core 3s3p electronic
correlations, and with the two-point extrapolated complete basis set
(CBS),85−88 which we abbreviate as CCSD(T)-3s3p-DKH/CBS. As
for the density functional calculations, all coupled cluster calculations
are single-point energies at the geometries optimized by B97-1/cc-
pVTZ. The reference values for the barrier heights and energies of
reaction are obtained by extrapolating the aTZ and aQZ data points
(see section 3.2 for details); these are the CBS-limit results in Table 3.
In order to investigate the basis set effects in the coupled cluster
calculations, triple-ζ (TZ), augmented-triple-ζ (aTZ), and augmented-
quadruple-ζ (aQZ) basis sets are utilized: specifically, cc-pwCVTZ-DK
for Fe,47 cc-pVTZ for O,46 and cc-pVTZ for H46 in TZ calculations;
cc-pwCVTZ-DK for Fe, aug-cc-pVTZ for O, and cc-pVTZ for H in
aTZ calculations; cc-pwCVQZ-DK for Fe, aug-cc-pVQZ for O, and cc-
pVQZ for H in aQZ calculations.
All of the electronic structure calculations on molecular and atomic

systems were performed with a locally modified Gaussian 0989

program, except that the data for FeH and FeCl in Table 4 were
obtained with Molpro2010.1.90

The problem of a single water molecule on the (100) iron surface
was treated using the Vienna ab initio simulation package (VASP).91,92

The interactions between the valence electrons and core electron
orbitals are described using the projector augmented wave (PAW)
method,93 as implemented by Kresse and Joubert.94 The size of the
basis set is determined by a cutoff energy, which was fixed at Ec = 400
eV throughout the calculations. In all the cases reported on here, spin-
polarized atomic configurations (ISPIN = 2, in the keyword
convention of VASP) are considered.
Three classes of exchange correlation functionals were tested for

heterogeneous catalysis: (a) the M06-L and revTPSS meta-GGA
functionals, (b) the HSE06 and N12-SX screened-exchange gradient
approximations, and (c) EXX-RPA@PBE, defined above as the
combination of Hartree−Fock exchange and RPA correlation in a
post-SCF calculation with PBE orbitals. The EXX-RPA@PBE
calculations were carried out using the adiabatic-connection
fluctuation−dissipation theorem formulation of the RPA method, as
implemented in the VASP code.35 The methodology of calculations,
adopted in this work, has previously been used to study CO

adsorption on Cu(111)95 and CO adsorption on Cu, 4d metals, and
Pt.28

The six stationary points (four minima and two saddle points) were
optimized using the PBE functional, and these geometries were used
for the subsequent calculations with M06-L, revTPSS, HSE06, N12-
SX, and EXX-RPA@PBE. All of the heterogeneous catalysis
calculations use these PBE geometries, and PBE orbitals are used as
the initial guess for the self-consistent-field cycles of both the meta-
GGA and screened-exchange calculations.

The Fe(100) surface was described by a repeated slab, with the size
in the direction perpendicular to the (100) surface being 3 times that
in the lateral directions (the vacuum spacing thus being ∼12.0 Å). The
lateral dimensions of the slab correspond to p(3 × 3) surface structure
(comprised of a total of 27 Fe atoms positioned in the calculation cell
of parallelepiped-type geometry, stretched in the Z direction to
accommodate the vacuum gap). The Brillouin zone integrations to
obtain total energies were performed on Γ-centered grids of sizes 3 ×
3 × 1 k points. The ionic relaxation was performed using the
conjugate-gradient algorithm with the convergence criterion for the
forces set to 10−4 eV/Å. The partial occupancies of orbitals were
determined using the Methfessel−Paxton method,96 which is known
to perform well for metallic systems. The dissociation barriers were
determined using the climbing image nudged elastic band method (CI-
NEB),97,98 as implemented99 in the VASP program. For the M06-L
calculations we used a very fine grid of 10 points/Å.

Table 3. Relative Energies (in kcal/mol) of Various Species at the CCSD(T)-3s3p-DKH Level of Theory for the Fe(0)−H2O
System on the Basis of the B97-1/cc-pVTZ Geometries

basis set Fe + 2H2O Fe−OH2 + H2O TS1 + H2O HFeOH + H2O HFeOH − H2O TS2 Fe(OH)2 − H2 Fe(OH)2 + H2 MUD

TZa 0.00 −3.72 27.46 −26.68 −43.34 −24.19 −47.52 −45.33 1.57
aTZb 0.00 −2.57 27.41 −27.69 −43.14 −24.27 −49.14 −46.83 0.90
aQZc 0.00 −2.78 27.01 −28.11 −43.78 −25.19 −49.81 −47.23 0.38
CBS(TZ, QZ)d 0.00 −2.90 26.90 −28.40 −44.20 −25.70 −50.20 −47.30 0.12
CBS(aTZ, aQZ)-1e 0.00 −2.93 26.64 −28.54 −44.43 −26.13 −50.49 −47.67 0.14
CBS(aTZ, aQZ)-2f 0.00 −2.90 26.61 −28.64 −44.55 −26.31 −50.63 −47.77 0.24
CBS(aTZ, aQZ)-3g 0.00 −2.84 26.77 −28.44 −44.26 −25.88 −50.32 −47.57 0.00
std deviation d−g 0.00 0.04 0.13 0.11 0.16 0.27 0.19 0.20
std deviation e−g 0.00 0.05 0.09 0.10 0.15 0.22 0.16 0.10

acc-pwCVTZ-DK for Fe, cc-pVTZ for O, cc-pVTZ for H. bcc-pwCVTZ-DK for Fe, aug-cc-pVTZ for O, cc-pVTZ for H. ccc-pwCVQZ-DK for Fe,
aug-cc-pVQZ for O, cc-pVQZ for H. dCBS limits extrapolated from TZ and QZ data points, as reported in ref 30. eCBS limits extrapolated from aTZ
and aQZ data points using eq 4 with α = 3.4 and β = 2.4. fCBS limits extrapolated from aTZ and aQZ data points using eq 4 with α = 4.93 and β =
2.13. gCBS limits extrapolated from aTZ and aQZ data points using eqs 1−3.

Table 4. Calculated Errors (kcal/mol) of CCSD(T)-3s3p-
DKH/CBS Calculations for the Bond Dissociation Energies
of FeH and FeCl in Comparison to Experimental Data

error

aTZa aQZb CBSc aTZ′d aQZ′e CBS′f De (exptl)
g

FeHh 2.1 4.6 6.3 2.1 4.6 6.3 36.9
FeCli −1.0 1.6 3.3 −1.2 1.3 2.9 78.5
MUEj 1.6 3.1 4.8 1.6 2.9 4.6

aaTZ basis set: cc-pwCVTZ-DK for Fe, aug-cc-pVTZ for Cl, cc-pVTZ
for H. baQZ basis set: cc-pwCVQZ-DK for Fe, aug-cc-pVQZ for Cl,
cc-pVQZ for H. cCBS(aTZ,aQZ)-3: CBS limits extrapolated from aTZ
and aQZ data points by using eqs 1−3. daTZ′ basis set: cc-pwCVTZ-
DK for Fe, aug-cc-pVTZ-DK for Cl, cc-pVTZ-DK for H. eaQZ′ basis
set: cc-pwCVQZ-DK for Fe, aug-cc-pVQZ-DK for Cl, cc-pVQZ-DK
for H. fCBS′(aTZ′, aQZ′)-3: CBS limits extrapolated from aTZ′ and
aQZ′ data points by using eqs 1−3. gExperimental data. hThe bond
lengths of FeH (4Δ) used in the calculations is 1.630 Å. iThe bond
length of FeCl (6Δ) used in the calculations is 2.179 Å. jMUE is the
mean unsigned error of bond energies of the two molecules in
comparison to experimental data.
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Table 5. Classical (Zero-Point-Energy Exclusive) Energies of Reaction ΔErxn for Reactions R1−R5 and the Overall Reaction RO
and Forward and Reverse Classical Barrier Heights for Reactions R2 and R4a

R2 R4 barrier height TK

xc functional R1 ΔErxn Vf Vr ΔErxn R3 ΔErxn Vf Vr ΔErxn

R5
ΔErxn RO ΔErxn MUDb MSDc MUDd

GGA and NGA Functionals
MOHLYP −6.06 19.80 43.38 −23.58 −8.72 11.60 21.77 −10.18 −2.61 −51.14 7.77 −7.77 5.65
PBELYP1W −11.12 19.79 42.67 −22.89 −14.97 12.21 23.23 −11.02 1.49 −58.49 7.43 −7.43 5.87
BLYP −10.24 18.75 42.45 −23.69 −13.94 11.70 22.58 −10.88 0.48 −58.28 8.04 −8.04 6.11
N12 −9.51 20.25 41.78 −21.53 −14.92 9.45 20.13 −10.68 0.93 −55.71 9.00 −9.00 6.22
MPWLYP1W −11.39 19.06 42.38 −23.32 −15.16 11.77 21.55 −9.78 0.27 −59.38 8.22 −8.22 6.24
PBE1W −11.58 17.81 41.76 −23.95 −15.21 11.01 20.70 −9.69 1.69 −58.73 9.09 −9.09 6.32
PW91e −13.00 16.70 41.40 −24.70 −16.40 12.80 23.10 −10.30 3.80 −60.60 8.41 −8.41 6.36
PBE −12.47 16.61 40.86 −24.25 −16.25 10.31 19.11 −8.81 2.22 −59.56 10.18 −10.18 6.74
SOGGA11 −8.93 18.60 41.16 −22.56 −11.13 7.46 16.43 −8.98 −1.30 −52.89 10.99 −10.99 7.01
PBEsol −14.99 13.78 39.14 −25.36 −19.30 8.68 15.78 −7.10 3.62 −63.12 12.56 −12.56 8.36
SOGGA −15.28 13.21 38.62 −25.41 −18.40 7.16 14.89 −7.72 3.74 −63.08 13.44 −13.44 8.71

Meta-GGA and Meta-NGA Functionals
M11-L −11.56 30.31 45.78 −15.47 −15.67 15.81 23.53 −7.71 1.01 −49.41 3.40 −3.05 3.78
M06-L −11.39 23.70 50.24 −26.54 −19.05 16.53 21.72 −5.19 4.11 −58.06 3.86 −3.86 4.09
MN12-L −14.10 31.33 44.16 −12.83 −16.96 18.38 23.39 −5.01 1.83 −47.05 3.46 −2.59 4.15
M06-L-D3 −11.38 23.33 49.88 −26.56 −19.08 16.52 21.72 −5.20 4.14 −58.07 4.04 −4.04 4.17
τHCTH −10.17 18.83 45.36 −26.52 −15.89 10.71 19.72 −9.02 2.32 −59.29 8.25 −8.25 5.64
TPSSLYP1W −11.24 18.48 46.41 −27.94 −14.95 12.22 26.95 −14.73 1.31 −67.54 7.15 −5.89 7.03
revTPSS −12.00 15.03 46.83 −31.80 −15.95 11.79 25.09 −13.30 1.63 −71.43 7.55 −7.22 7.79

Hybrid GGA and Hybrid NGA Functionals
B97-3 −5.19 29.30 53.46 −24.16 −13.77 16.26 22.56 −6.30 1.54 −47.88 1.51 −1.51 1.36
ωB97X-D −7.33 29.16 55.18 −26.01 −16.24 17.03 22.74 −5.71 2.92 −52.37 0.88 −0.88 1.42
MPW1K −4.64 28.23 56.15 −27.92 −15.42 17.85 21.37 −3.52 1.96 −49.54 1.48 −1.01 1.57
SOGGA11-X −1.85 33.50 55.76 −22.26 −16.69 18.58 22.10 −3.52 3.15 −41.17 1.75 0.58 2.15
B97-2 −6.15 26.98 52.25 −25.28 −14.37 14.32 21.20 −6.88 1.81 −50.88 3.22 −3.22 2.30
ωB97X −7.63 29.99 58.14 −28.16 −18.46 17.82 23.22 −5.40 4.48 −55.16 1.27 0.39 2.51
B97-1e −7.60 26.60 51.20 −24.60 −16.00 14.40 21.20 −6.80 2.90 −52.10 3.56 −3.56 2.56
B3LYP −8.81 25.52 49.75 −24.23 −14.55 15.17 22.85 −7.68 1.32 −53.95 3.58 −3.58 3.24
PBE0 −9.12 23.68 50.10 −26.42 −15.80 14.75 20.01 −5.26 2.32 −54.28 4.77 −4.77 3.42
HSE06e −10.30 24.70 49.60 −24.90 −16.20 15.20 20.00 −4.80 2.10 −54.10 4.53 −4.53 3.51
N12-SX −10.92 25.79 51.08 −25.29 −16.40 13.18 20.73 −7.55 2.52 −57.64 4.21 −4.21 3.76

Hybrid-Meta GGA and Hybrid Meta-NGA Functionals
PWB6K −4.12 31.63 57.45 −25.82 −17.11 18.75 22.85 −4.10 3.08 −48.07 1.56 0.77 1.18
M06-2X −3.96 34.19 57.16 −22.97 −19.57 18.18 24.07 −5.89 4.89 −47.50 1.77 1.50 1.70
M05-2X −1.33 34.87 60.41 −25.53 −18.86 17.22 23.32 −6.10 4.38 −47.45 3.18 2.05 1.91
M05 −4.55 31.60 52.26 −20.67 −17.98 16.71 22.76 −6.05 3.61 −45.63 2.07 −1.07 1.99
PW6B95 −7.95 26.66 51.47 −24.81 −16.04 15.95 22.71 −6.76 2.45 −53.12 2.71 −2.71 2.35
PW6B95-D3BJ −8.48 26.79 51.45 −24.67 −16.62 15.93 22.65 −6.72 2.80 −53.69 2.70 −2.70 2.50
M08-HX −4.73 33.50 61.21 −27.71 −19.03 19.22 22.24 −3.02 4.32 −50.17 3.23 2.14 2.74
M08-SO −4.84 35.73 56.09 −20.35 −18.66 20.02 23.28 −3.26 4.07 −43.03 2.45 1.88 2.85
MN12-SX −11.78 32.81 55.08 −22.28 −17.05 17.08 25.10 −8.02 2.64 −56.49 1.32 0.61 2.98
M06 −6.28 31.91 50.79 −18.88 −19.63 17.97 22.89 −4.93 5.59 −44.12 2.17 −1.02 3.00
M11 −8.60 22.07 61.52 −39.45 −18.04 18.74 21.94 −3.20 3.32 −65.96 4.18 −0.84 6.04
M06-HF −26.06 36.32 61.78 −25.46 −19.92 18.56 24.40 −5.84 4.68 −72.61 3.38 3.36 6.81

Hartree−Fock Exchange + Nonlocal Correlation
EXX-RPA@PBEe −10.10 31.20 49.00 −17.80 −13.20 19.10 23.10 −4.00 −0.30 −45.40 2.47 −1.31 3.48

Benchmarks (Not Final)
CCSD(T)/CBS(TZ,
QZ)e

−2.90 29.80 55.30 −25.50 −15.80 18.50 24.50 −6.00 2.90 −47.30 0.12 0.12 0.11

CCSD(T)/
CBS(aTZ,aQZ)-1

−2.93 29.57 55.18 −25.61 −15.88 18.29 24.36 −6.06 2.83 −47.67 0.06 −0.06 0.06

CCSD(T)/CBS(aTZ,
aQZ)-2

−2.90 29.51 55.25 −25.74 −15.91 18.24 24.32 −6.07 2.86 −47.77 0.09 −0.08 0.10

Final Reference Values
CCSD(T)/CBS(aTZ,
aQZ)-3

−2.84 29.61 55.21 −25.59 −15.82 18.37 24.43 −6.06 2.75 −47.57 0.00 0.00 0.00

aThe unit is kcal/mol; single-point energy calculations of various density functionals with the cc-pVQZ basis are performed using B97-1/cc-pVTZ
geometries with ultrafine integral grids; mean unsigned deviations (MUDs) and mean signed deviations (MSDs) are computed with respect to
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3. RESULTS AND DISCUSSION

3.1. Utility of Coupled Cluster Calculations To Serve
as Reference Data. A recent test100 against experimental
bond energies for 20 diatomic molecules that contain a 3d
transition metal and that have estimated experimental errors of
2 kcal/mol or less showed thaton averageCCSD(T) with a
minimally augmented multiply polarized triple-ζ basis set has
errors comparable to, but not smaller than, the errors of the
best Kohn−Sham density functionals. Two of the 20 diatomics,
in particular FeH and FeCl, contain an iron atom, and in Table
4 (Table 4 gives the calculated errors (kcal/mol) at the
CCSD(T)-3s3p-DKH/CBS level for bond dissociation energies
of FeH and FeCl in comparison to the experimental data), we
present tests for these two molecules showing that increasing
the basis set toward the complete-basis-set (CBS) limit does
not systematically remove the discrepancy of CCSD(T) from
experiment. It was concluded100 on the basis of the results for
the 20 diatomics that CCSD(T) cannot in general serve as a
benchmark for testing Kohn−Sham density functional theory,
and these additional basis set tests do not change that
conclusion.
The 20 diatomic molecules in the previous study comprise a

diverse set of molecules, but in the present study the only
transition metal element is iron. We therefore analyzed the
previous study from another point of view, considering results
from 41 exchange-correlation functions plus the MP2 and
CCSD methods. For each diatomic molecule, we ranked these
43 approximate methods based on the magnitude of the
deviation from CCSD(T)-3s3p-DKH/apTZ calculations
(apTZ denotes aug-cc-pwCVTZ-DK basis sets for transition-
metal elements and aug-cc-pVTZ-DK basis sets for other
elements), and we also ranked them in terms of the magnitude
of their deviation from experiment. We then did a Spearman
rank correlation analysis of the two ranks. For some molecules,
the correlation is good (as high as 0.992), and for others it is
very bad (the lowest being −0.62, the average being 0.75).
However, for FeH the Spearman correlation coefficient is
0.989, and for FeCl it is 0.982. Therefore, since both of these
values are reasonably high, and although we should be cautious
not to overinterpret the results, we conclude that we can
tentatively use the CCSD(T)/CBS results in the present paper
as reference values for judging the relative accuracy of other
methods for the Fe-atom mechanism.
3.2. Basis Set Effects in CCSD(T) Calculations. The

present section has two purposes: (1) to test the effect of
diffuse basis functions on the reference results and (2) to test
the effect of different methods of extrapolation to the complete
basis set (CBS) limit.
Table 3 shows the computed relative energies of all the

species involved in the iron−water reaction at the CCSD(T)-
3s3p-DKH level. The rows labeled CBS are obtained by
separately extrapolating the Hartree−Fock and correlation
energies to the complete basis set limit. The last column shows
the mean unsigned deviation (MUD) relative to the most
complete calculation, which is called the final reference value.
For the final reference values, the CBS limits are based on the
equations101

=
− −
− −

−E
X E X E

X X
( 1)
( 1)

X X
CBS
corr

3 corr 3
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3 3
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X X
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− −X
X

X X
1

exp[9( 1 )]
(3)

In the above equations, X and X − 1 represent a pair of basis
sets with successive cardinalities, which are aQZ (X = 4) and
aTZ (X − 1 = 3) respectively in our study; “corr” stands for
correlation energies, and “HF” represents Hartree−Fock
energies. Equation 3 is derived from the Karton−Martin two-
point formula,87 which has also been employed in the
extrapolation of CCSD(T) results to the CBS limits.101 The
final extrapolated CCSD(T) energy, denoted as CBS-
(aTZ,aQZ)-3, is computed as the summation of the correlation
energy and the Hartree−Fock energy.
For comparison, we also carried out two other extrapolations,

which were performed with the equation86
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The CBS limits obtained with aTZ and aQZ data points
using parameters α = 3.4 and β = 2.4 are denoted by
CBS(aTZ,aQZ)-1. These two parameters are fitted for
extrapolating DZ and TZ to CBS limits.86 Another set of
parameters, α = 4.93 and β = 2.13, which are fitted for
extrapolating aDZ and aTZ to CBS limits,102 can also be used
to extrapolate aTZ and aQZ data points. The obtained CBS
limits are denoted by CBS(aTZ,aQZ)-2. The CBS limits
extrapolated from TZ and QZ data points, denoted by
CBS(TZ,QZ), as reported in ref 30 are also included in
Table 5.
The mean unsigned deviation of CBS(TZ,QZ) is 0.12 kcal/

mol, which is insignificant in comparison to the relative energy
of each species. Therefore, adding diffuse functions on oxygen
atoms does not have a noticeable impact on the CCSD(T)
results for this system. The CBS limits from the four different
approaches are very close to each other; the standard deviations
of these four extrapolated methods for the relative energies of
all the species are all smaller than 0.30 kcal/mol.

3.3. Barrier Heights and Energies of Reaction by
Density Functional Theory for Catalysis at the Bare
Metal Atom. Figure 1 shows the schematic energy profile of
all the steps involved in the water-splitting reaction on Fe(0).
Table 5 gives the classical (zero-point-energy exclusive)

forward and reverse barrier heights for reactions R2 and R4
(four barrier heights) and the classical energies of reaction for
R1−R5 and the overall reaction RO (six reaction energies). The
mean unsigned deviations (MUDs) and mean signed deviations
(MSDs) are computed with respect to the final reference value

Table 5. continued

CCSD(T)-3s3p-DKH/CBS results, which are the final reference values labeled as “CCSD(T)/CBS(aTZ,aQZ)-3” in the table. bMean unsigned
deviations (MUDs) for the four barrier heights. cMean signed deviations (MSDs) for the four barrier heights. dMUDs for full thermochemical
kinetics (TK): i.e., both energies of reaction and forward and reverse barrier heights of all reactions. eComputed from the data reported in ref 30.
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explained above. In each group of xc functionals in Table 5, the
functionals are ordered with respect to their overall MUDs for
the 10 data; these MUDs are labeled TK for “thermochemical
kinetics”. Table 6 shows the percentage of Hartree−Fock
exchange in the hybrid functionals we tested in the present
work.
As we can see from the last column of Table 5, the overall

MUDs depend strongly on the ingredients of the xc functional,
being 5.6−8.7 kcal/mol for GGAs, 6.2 kcal/mol for the NGA,
3.8−7.8 kcal/mol for meta-GGAs, 4.15 kcal/mol for the meta-
NGA, 3.5 for the functional with nonlocal correlation, and 1.2−
6.8 kcal/mol for hybrid functionals. However, most hybrid
functionals yield errors closer to the lower end than the higher
end of that range, with 21 of 23 hybrid functionals having
MUDs in the range 1.2−3.8 and the other two having MUDs of
6.0 and 6.8 kcal/mol. Table 6 shows that the two hybrid
functionals with the largest overall MUDs are among those with
the highest percentages of Hartree−Fock exchange.
The EXX-RPA@PBE calculations have an overall MUD

lower than those for all 18 local functionals, but their overall
MUD is lower than only 2 of the 23 hybrid functionals, which
have nonlocal exchange.
If we consider the mean unsigned deviations of the four

barriers, eight of the density functionals developed by us,
namely MPW1K, SOGGA11-X, MN12-SX, M05, M06, M06-
2X, M08-SO, and PWB6K, provideon averagemore
accurate predictions than EXX-RPA@PBE, and three density
functionals developed elsewhere (B97-3, ωB97X-D, ωB97X)
also do so. If we consider the overall performances for both the
barrier heights and the energies of reaction, 11 density

functionals developed in our group (MPW1K, SOGGA11-X,
MN12-SX, M05, M05-2X, M06, M06-2X, M08-HX, M08-SO,
PWB6K, and PW6B95) and 8 density functionals developed
elsewhere (B97-3, ωB97X-D, B97-2, ωB97X, B97-1, B3LYP,
PBE0, and PW6B95-D3(BJ)) have smaller overall mean
unsigned deviations than the nonlocal-correlation method
EXX-RPA@PBE.
Among all of these tested functionals, five have mean

unsigned deviations in the range 1.2−1.7 kcal/mol. This is an
encouraging result for this very challenging transition-metal
system, which not only involves the multireference character
but also involves physisorption that is sensitive to noncovalent
interactions.
The averaged overall MUD of the GGA/NGA, meta-GGA/

meta-NGA, hybrid GGA/hybrid NGA, hybrid meta-GGA/
hybrid meta-NGA, and RPA functionals examined in the
current work are respectively 6.7, 5.2, 2.5, 3.0, and 3.5 kcal/mol.
Therefore, the hybrid functionals give the best predictions for
this system. From the MSD values given in Table 5, we found
that most of the density functional methods underestimate the
barrier heights. The averaged MSD for the GGA, meta-GGA,
hybrid GGA, and hybrid meta-GGA functionals are respectively
−9.56, −4.99, −2.39, and 0.33 kcal/mol. Therefore, the hybrid
meta-GGA functionals provide the best prediction for the
barrier heights for this system. RPA gives an overall MUD of
3.48 kcal/mol and has an error of 7.26 kcal/mol for the energy
of reaction of R1.
PWB6K gave the smallest overall mean unsigned deviation

from CCSD(T) for this system; ωB97X-D gave the smallest
mean unsigned deviation for all of the reaction barrier heights.
Another way to put the present findings into perspective is to

note that Scuseria and co-workers103 showed that the RPA is
identical to an approximation to coupled cluster theory with
only double excitations (CCD) in which only the ring diagrams
are retained (ring-CCD). In this context it is notable that even
full coupled cluster theory with both single and double
excitations (CCSD without the approximation of being
restricted to ring diagrams) has been shown to be less accurate
than many local-correlation exchange-correlation density func-
tionals for barrier heights.104 For the most complete basis set
tested in each case, the mean unsigned error on 24 diverse
barrier heights (for reactions involving only nonmetal
elements) was found to be 0.5 kcal/mol for CCSD(T), 2.2
kcal/mol for CCSD, and 0.9 kcal/mol for M06-2X.104

However, as a possible path to future improvement, we note
that CCSD is well suited to the introduction of semiempirical

Figure 1. Schematic energy profile of the five-step water-splitting
reaction at atomic Fe(0).

Table 6. Hybrid Functionals Tested in the Current Work and Their Percentage of Nonlocal Hartree−Fock Exchange (% X)

density functional % X density functional % X density functional % X

ωB97X 15.77−100a PBE0 25 PWB6K 46
B3LYP 20 B97-3 26.93 M08-HX 52.23
B97-1 21 M06 27 M06-2X 54
B97-2 21 M05 28 M05-2X 56
ωB97X-D 22.2−100a PW6B95 28 M08-SO 56.79
HSE06 25−0b SOGGA11-X 35.42 EXX-RPA@PBE 100@0c

N12-SX 25−0b MPW1K 42.8 M06-HF 100
MN12-SX 25−0b M11 42.8−100a

aThe percentage of Hartree−Fock exchange increases from the first value listed for small interelectronic separation to 100% at large interelectronic
separation. bThe percentage of Hartree−Fock exchange decreases from 25% at small interelectronic separation to 0 at large interelectronic
separation. cThe percentage of Hartree−Fock exchange is 100% in the post-SCF calculation on the basis of orbitals obtained with no Hartree−Fock
exchange.

ACS Catalysis Research Article

DOI: 10.1021/cs501675t
ACS Catal. 2015, 5, 2070−2080

2076

http://dx.doi.org/10.1021/cs501675t


improvements, and the mean unsigned error on the same data
set for the BMC-CCSD method,105 which is based on CCSD
with five empirical parameters, reduced the error on the same
data set (which was not used in its parametrization) to 0.7 kcal/
mol. The QCISD (“quadratic configuration interaction with
single and double excitations”) method, which consists of a
subset of the terms in CCSD (but a subset different from those
used in ring-CCD), has also been incorporated in a double
hybrid density functional (with five empirical parameters) that
reduced the error on a different barrier height database to 0.6
kcal/mol (in comparison to 2.8 kcal/mol for straight
QCISD).106

3.4. Barrier Heights and Energies of Reaction by
Density Functional Theory for Catalysis at the Solid−
Vacuum Interface. In the preceding section, it was shown
that several density functionals provide an adequate description
of the water dissociation on Fe(0) reactions in the gas phase,
and a variety of local-correlation functionals correlate better
with CCSD(T) than does EXX-RPA@PBE. However, the
question as to what extent these conclusions are applicable to
the problem of chemical reactions on metal surfaces remains to
be addressed.
Chemical reactions on metal surfaces are sufficiently different

from those in the gas phase that it is imperative to assess the
influence of extended metal surfaces on the mechanisms and
energetics of chemical reactions and on the validity of various
theoretical approaches that may be applied to them.
Here we compare the predictions of several methods of

describing adsorption and dissociation of a water molecule on
the iron (100) surface. Two kinds of structures are considered,
namely four equilibrium adsorption structures and two
transition structures, where the latter are first-order saddle
points. The relative energies for the structures were computed
by

Δ = − +E E E E( )structure FeH O slab H O2 2 (5)

where EFeH2O is the total energy of the structure on the metal

surface, Eslab is the energy of the bare iron slab, and EH2O is the
energy of a gas-phase water molecule.
Figure 2 illustrates the water dissociation reaction mechanism

on the Fe(100) surface. Following ref 30 and a reference
therein, we optimized six stationary points: four minima labeled
C0−C3 and two saddle points labeled B1 and B2. The first
stationary point, C0, corresponds to the bare surface with a
water molecule infinitely separated. The second, C1, is the
physisorbed water flat on the surface, with the oxygen atom
over an iron atom, i.e., at an on-top site labeled T in Figure 2.

Water dissociation at 250 K results in formation of a p(1 × 2)−
OH monolayer on the surface, with O−H bonds being tilted
with respect to the surface normal. Correspondingly, the third
minimum-energy structure, C2, corresponds to OH located at
the bridge site (B) and H chemisorbed on an adjacent hollow
site (H). The fourth minimum-energy structure, C3, corre-
sponds to the OH moiety also having dissociated with all three
atoms now at separate hollow sites. The saddle point B1
connects C1 to C2, and saddle point B2 connects C2 to C3.
The trends of the energetics of these steps are summarized in
Figure 3, where the relative energies defined by eq 5 are
presented.

First we note that our EXX-RPA@PBE calculations give
results similar to those of Karlicky ́ et al.30 but show some
quantitative differences that may be due to a different sample
relaxation methodology and slab size used in our calculations
(see above), as well as to different density functionals used to
optimize geometries. Similarly our HSE06 calculations are
quantitatively similar to those reported in ref 30, showing that
the present use of PBE geometries leads to only minor
differences from their calcuations with PW91 geometries.
One interesting trend in Figure 3, where all results are for the

same size slab, is that, as functions of the reaction coordinate,
the two screened-exchange functionals HSE06 and N12-SX
give flatter potentials than does EXX-RPA@PBE, and the two

Figure 2. Illustration of the Fe + H2O→ H−Fe−O−H reaction on the iron(100) surface. The first snapshot illustrates the Fe(100) slab surface used
in the calculation and provides a definition of the three adsorption sites on the surface: (1) top (T), (2) bridge (B), and (3) hollow (H). C1 is a
graphical illustration of the initial configuration, corresponding to the locally stable site on the surface (T). The process of dissociation proceeds by a
water molecule moving toward the bridge site (B). At this site the molecule rotates in the (z−x) plane with concurrent elongation of one of the O−
H bonds, such that it breaks. The free hydrogen atom moves to the hollow (H) site, while the O−H moiety remains at the B location. In the final
stage of dissociation (C3), the corresponding three atoms are distributed on the hollow sites.

Figure 3. Relative energies for equilibrium structures C1−C3 (see
Figure 2) and transition structures B1 and B2, as calculated by five
density functional methods at geometries optimized by PBE. All
energies are given in kcal/mol.
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meta functionals M06-L and revTPS give more widely varying
potentials. A set of five energies, as in Figure 3, has 15 pairs of
energies (1−2, 1−3, 1−4, 1−5, 2−3, etc.), and we can compare
various pairs of functionals with one another by computing the
average difference in these 15 relative energies. Doing this
shows that revTPSS and N12-SX both agree with EXX-RPA@
PBE within 4−5 kcal/mol, on average, while M06-L and
HSE06 differ from EXX-RPA@PBE by 6 kcal/mol, on average.
Further studies are needed to understand which of the five

sets of results in Figure 3 is the most accurate, but since HSE06,
N12-SX, and M06-L have only slightly larger deviations than
EXX-RPA@PBE from CCSD(T) results for the single-atom
catalytic mechanism, where CCSD(T) results are available, it is
quite possible that these less expensive and simple calculations
can be a fair alternative to the RPA approach. Further
understanding will require a direct comparison to quantitatively
accurate experimental or theoretical results, neither of which is
available for the heterogeneous catalysis case.

4. CONCLUSION

In the current work, we first re-examined the reference
CCSD(T) results for the water splitting reaction on a
zerovalent iron atom. We found that adding diffuse basis
functions on oxygen does not have a noticeable effect on the
coupled cluster results for all of the reaction steps involved,
which is consistent with the conclusion obtained previously41

for the first step of the reaction.
Then, continuing with the zerovalent atomic iron catalyst for

the water-splitting reaction, 41 density functionals with local
correlation and 1 (EXX-RPA@PBE) with nonlocal correlation
were tested against the reference results for 6 reaction energies
and 4 barrier heights involved in the mechanism. We found that
19 of the functionals with local correlation had smaller average
absolute errors than the functional with nonlocal correlation.
This indicates that previous conclusions30 that there is a
systematic improvement in the accuracy of density functional
theory from the generalized gradient approximation, to hybrid
functionals, to the random phase approximation, are incorrect.
On the basis of our investigation, the hybrid GGA functionals
give the best overall mean unsigned deviation from the
reference values for barrier heights and reaction energies
combined, whereas hybrid meta-GGA functionals offer the best
prediction if one only considers barrier heights. Most of the
density functionals, including RPA, underestimate the barrier
heights of this system. Only a few functionals, namely ωB97X,
SOGGA11-X, MN12-SX, and PWB6K, give a mean unsigned
deviation for barriers that is smaller than 1.0 kcal/mol.
Finally, we have presented a smaller study of the water

splitting reaction on the (100) surface of iron. However, the
lack of enough solid experimental data or benchmark wave
function data on the mechanism of water dissociation and,
particularly, barrier heights prevent quantitative evaluation of
the performance for this heterogeneous case. This presents a
challenge for future work.
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(29) Göltl, F.; Grüneis, A.; Bucǩo, T.; Hafner, J. J. Chem. Phys. 2012,
137, 114111/1−114111/6.
(30) Karlicky,́ F.; Lazar, P.; Dubecky,́ M.; Otyepka, M. J. Chem.
Theory Comput. 2013, 9, 3670−3676.

ACS Catalysis Research Article

DOI: 10.1021/cs501675t
ACS Catal. 2015, 5, 2070−2080

2078

http://pubs.acs.org
http://pubs.acs.org
http://pubs.acs.org/doi/abs/10.1021/cs501675t
http://pubs.acs.org/doi/suppl/10.1021/cs501675t/suppl_file/cs501675t_si_001.pdf
mailto:truhlar@umn.edu
http://dx.doi.org/10.1021/cs501675t


(31) Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77,
3865−3868.
(32) Bohm, D.; Pines, D. Phys. Rev. 1951, 82, 625−634.
(33) Pines, D.; Bohm, D. Phys. Rev. 1952, 85, 338−353.
(34) Bohm, D.; Pines, D. Phys. Rev. 1953, 92, 609−625.
(35) Harl, J.; Schimka, L.; Kresse, G. Phys. Rev. B 2010, 81, 115126/
1−115126/18.
(36) Ren, A.; Rinke, P.; Joas, C.; Scheffler, M. J. Mater. Sci. 2012, 47,
7447−7471.
(37) Eshuis, H.; Bates, J. E.; Furche, F. Theor. Chem. Acc. 2012, 131,
1084/1−1084/18.
(38) Zhao, Y.; Truhlar, D. G. Acc. Chem. Res. 2008, 41, 157−167.
(39) Zhao, Y.; Truhlar, D. G. Chem. Phys. Lett. 2011, 502, 1−13.
(40) Peverati, R.; Truhlar, D. G. Philos. Trans. R. Soc. A 2014, 372,
20120476/1−20120476/51.
(41) Karlicky,́ F.; Otyepka, M. J. Chem. Theory Comput. 2011, 7,
2876−2885.
(42) Filip, J.; Karlicky,́ F.; Marusak, Z.; Lazar, P.; Černík, M.;
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M.; Shiozaki, T.; Stoll, H.; Stone, A. J.; Tarroni, R.; Thorsteinsson, T.;
Wang, M.; Wolf, A. Molpro, version 2010.1; University of Birmingham:
Birmingham, U.K., 2010.
(91) Kresse, G.; Hafner, J. Phys. Rev. B 1993, 47, 558−561. Kresse,
G.; Hafner, J. Phys. Rev. B 1994, 49, 14251−14269.
(92) Kresse, G.; Furthmuller, J. Phys. Rev. B 1996, 54, 11169−11186.
(93) Blohl, P. E. Phys. Rev. B 1994, 50, 17953−17979.
(94) Kresse, G.; Joubert, D. Phys. Rev. B 1999, 59, 1758−1775.
(95) Ren, A.; Rinke, P.; Scheffler, M. Phys. Rev. B 2009, 80, 045402/
1−045402/8.
(96) Methfessel, M.; Paxton, A. T. Phys. Rev. B 1989, 40, 3616−3621.
(97) Henkelman, G.; Uberuaga, B. P.; Jonsson, H. J. Chem. Phys.
2000, 113, 9901−9904.
(98) Bitzek, E.; Koskinen, P.; Gahler, F.; Moseler, M.; Gumbsch, P.
Phys. Rev. Lett. 2006, 97, 107201/1−107201/4.
(99) Sheppard, D.; Terrell, R.; Henkelman, G. J. Chem. Phys. 2008,
128, 134106/1−134106/10.
(100) Xu, X.; Zhang, W.; Tang, M.; Truhlar, D. G. to be published.
(101) Zhao, Y.; Ng, H. T.; Peverati, R.; Truhlar, D. G. J. Chem.
Theory Comput. 2012, 8, 2824−2834.
(102) Zhao, Y.; Truhlar, D. G. J. Phys. Chem. A 2005, 109, 6624−
6627.
(103) Scuseria, G. E.; Henderson, T. M.; Sorensen, D. C. J. Chem.
Phys. 2008, 129, 231101/1−231101/4.

ACS Catalysis Research Article

DOI: 10.1021/cs501675t
ACS Catal. 2015, 5, 2070−2080

2079

http://dx.doi.org/10.1021/cs501675t


(104) Zheng, J.; Zhao, Y.; Truhlar, D. G. J. Chem. Theory Comput.
2009, 5, 808−821.
(105) Lynch, B. J.; Zhao, Y.; Truhlar, D. G. J. Phys. Chem. A 2005,
109, 1643−1649.
(106) Zhao, Y.; Lynch, B. J.; Truhlar, D. G. Phys. Chem. Chem. Phys.
2005, 7, 43−52.

ACS Catalysis Research Article

DOI: 10.1021/cs501675t
ACS Catal. 2015, 5, 2070−2080

2080

http://dx.doi.org/10.1021/cs501675t

